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Abstract—Technology scaling improvement is affecting the
reliability of ICs due to increases in static and dynamic variations
as well as wear-out failures. This is particularly true for caches
that dominate the area of modern processors and are built with
minimum-sized, but prone to failure, SRAM cells.

Our attempt to address this cache reliability challenge is an
analytical model for determining the implications on cache miss-
rate of block-disabling due to random cell failure. The proposed
model is distinct from previous work in that is an exact model
rather than an approximation and yet it is simpler than previous
work. Its simplicity stems from the lack of fault-maps in the
analysis. The model capabilities are illustrated through a study
of cache miss-rate trends in future technology nodes. The model
is also used to determine the accuracy of a random fault map
methodology.

The analysis reveals, for the assumptions, programs and cache
configuration used in this study, a surprising result: a relative
small number of random fault maps, 100-1000, is sufficient to
obtain accurate mean and standard-deviation values for the miss-
rate. Additional investigation revealed that the cause of this
behavior is a high correlation between the number of accesses
and access distribution between cache sets.

I. INTRODUCTION

Over the past 50 years, technological advances have enabled
continuous miniaturization of circuits and wires. Unfortu-
nately, the scaling of device area has been followed by at
least two negative consequences: a slowdown of both voltage
scaling and frequency increase, due to slower scaling of
leakage current as compared to area scaling [3], [23] and a
shift to probabilistic design and less reliable silicon primitives
as a result of static [4] and dynamic [6] variations.
These alarming trends are leading to forecast that the per-

formance and cost benefits from area scaling will be hindered
unless scalable techniques are developed to address the power
and reliability challenges.
A recently published resilience roadmap underlines the

magnitude of the problem we are confronted with [17]. Table I
shows the predicted pfail (probability of failure) for inverters,
latches and SRAM cells due to random dopant fluctuations
as a function of technology node (the trends for wear-out
due to negative-bias-temperature-instability [26] are similar).
This study clearly shows that, for all types of circuits, the
pfail increases at a much faster rate than the area scaling.
However, not all circuits are equally vulnerable: SRAM cells,
which are usually built with minimum-sized devices, are
highly more likely to fail. In addition, if we resort to voltage
operation below safety margins the SRAM pfail increases
exponentially [24].

TABLE I
PREDICTED pfail FOR DIFFERENT TYPES OF CIRCUITS AND

TECHNOLOGIES [17].

Technology Inverter Latch SRAM
45nm ≈ 0 ≈ 0 6.1e-13
32nm ≈ 0 1.8e-44 7.3e-09
22nm ≈ 0 5.5e-18 1.5e-06
16nm 2.4e-58 5.4e-10 5.5e-05
12nm 1.2e-39 3.6e-07 2.6e-04

These trends render essential the development of reliability
techniques for future processors which are both scalable and
performance-effective. This is especially important for caches
that take most of the real-estate in processors and contain
numerous SRAM cells vulnerable to parametric variations and
wear-out.

One option is to rely on the error-correction-codes (ECC)
already in place to detect and correct soft-errors. However,
ECC is not a performance-friendly mechanism for permanent
errors because, potentially, every access to a faulty block will
incur the ECC repair overhead. Furthermore, ECC soft-error
capabilities are reduced when some bits protected by the ECC
code are already faulty. Finally, with more faults the stronger
the ECC code required and the larger its overhead. Thus,
ECC may not be the best option to repair a large number
of parametric or wear-out faults in a cache.

Another approach is to disable cache portions such as
blocks or words [18], [22], [16] that contain faulty bits upon
permanent error detection (at manufacturing or in the field).
These disabled blocks are not replaced with a spare1, which
results in a reduction of cache capacity. Block disabling is
an attractive option because of its low overhead, e.g., 1
bit per cache block2, but the reduced cache capacity can
degrade performance. Therefore, it is important to determine
the performance implications of block disabling to assess its
usefulness.

Previous block disabling-based studies (such as [22], [19],
[21], [13], [12], [10], [20], [11]) rely on the use of an
arbitrary number (small or large) of random fault-maps. Each
random fault-map indicates faulty cache cell locations and
determines the disabled faulty cache blocks. The fault-maps

1Disabling can be employed after spares have been exhausted.
2This logical bit needs to be resilient either through circuit design or extra

protection, because if faulty it renders whole cache faulty.



are used either to obtain the performance degradation of a
program through cycle accurate simulation, or to determine
the impact on miss-rate of a program’s address trace. However,
the number of fault maps used in these studies is very small
as compared to the number of all possible maps. Thus, the
accuracy of previous work in predicting expected performance
has not been established.
Our proposition to address this shortcoming is an analytical

model that calculates the Expected Miss Ratio (EMR) for a
given address trace of an application, cache configuration and
random probability of permanent cell failure. Furthermore,
we show how to obtain the standard deviation for the EMR
(SD MR) which provides an indication for the range of
expected degradation of the cache. Finally, we explain how
to produce a probability distribution for the EMR for a given
number of faulty blocks. All these are accomplished without
producing or using fault-maps. This analytical model can be
useful for manufacturers to analyze the impact of permanent
faults in caches and tune their designs by using an appropriate
number of spares or modifying the granularity of disabling
techniques.
The model capabilities are demonstrated through an analysis

of the trends of the cache miss-rate mean and standard devia-
tion with smaller feature size (and pfail) for L1 data caches.
Additionally, the model is used to investigate the accuracy of
the random fault-map methodology for predicting the expected
and standard-deviation values of miss-rate.

II. EXACT MODEL FOR CACHE MISS RATE BEHAVIOR

WITH FAULTS

In this section, we present an analytical model that can
determine the Expected Miss Ratio (EMR), standard deviation
of the Miss Ratio (SD MR), and a probability distribution of
miss-ratios (PD MR) for a given program address trace, cache
configuration and random probability of permanent cell failure.
The EMR captures the average cache performance degradation
due to random faulty cells. The SD MR provides indication
about the range of this performance degradation, whereas
PD MR reveals its shape (distribution). These characteristics
can be used to assess the implications of faults in a cache and
compare different cache reliability schemes.

A. Assumptions and Definitions

The model assumes that permanent faulty cells occur ran-
domly (uncorrelated) with probability pfail. This random
fault behavior is indicative of faults due to random-dopant-
fluctuations [2] and line-edge-roughness [7], two prevalent
sources of static variations. Whereas the systematic component
of process variation manifests itself at a large scale (e.g., at the
granularity of microarchitectural units or whole core) and can
be addressed by coarse-grain techniques like body biasing [4],
the random variation occurs at a finer grain and cannot be
handled with manufacturing process tuning or coarse grain
techniques [5]. The model presented in this work assumes that
the systematic failures have been addressed and examines the
implications of random faults in memory cells.
A cache configuration is defined by the number of sets (s),

ways per set (n), and block size in bits (k). We consider a
block containing one or more permanently damaged bits as
faulty. In that case, the faulty block is disabled, reducing the

capacity of the cache. Faults are assumed to be detected with
post-manufacturing and/or boot time tests, ECC, and built-in
self tests. The model is suited for policies that induce total
priority order in the replacement. In our case, we have focused
on a basic LRU policy.

Each program address trace is simulated through a cache
simulator to obtain, for a given cache configuration, the vector
M . This vector contains n + 1 elements, an element more
than the number of cache ways. Mi corresponds to the total
misses when there are only n− i valid ways in each set in the
cache. More specifically,Mi equals to sum of all the references
which hit in the i least recently used blocks in each set, plus
the misses of the fault free cache. For example, M0 equals
to the misses of a fault-free cache, Mn represents the misses
of a cache in which every way is entirely faulty, meaning all
accesses are misses, and M1 equals to the misses of the fault-
free plus all the hits in the LRU position.

B. EMR and SD MR

This section shows how the model obtains the EMR and
SD MR given a cell’s pfail, cache configuration and the miss
vector of an address trace. The model calculates the probability
for a cache block failure using the following expression (based
on well-known binomial probability):

pbf = 1− (1− pfail)
k (1)

Although pbf provides information about the fraction of
blocks that are expected to fail in the cache, the impact
on the miss ratio is unknown, as it depends on the fault
location and the amount of accesses which maps to faulty
block locations. However, with the pbf we can obtain the
probability distribution pei for the number of faulty ways in
a set:

pei =

(

n

i

)

pibf (1− pbf )
n−i (2)

which provides, for every possible value of i [0...n], the
probability of having n− i non-faulty ways. This distribution
is very useful because it provides insight about how likely
it is to lose a given number of ways in a set and, what
is more important, it can be used to obtain the expected
number of misses. The expectation of a random variable
X = x0, x1..., xm in which each possible value has probability
p = p0, p1, ..., pm is calculated as:

E[X ] =

m
∑

i=0

xi · pi (3)

In our case, the random variable X corresponds to the total
number of misses for a cache with faults; xi corresponds to the
total misses when there are only n− i valid ways in each set
in the cache; and pi the probability of having i faulty ways in
a set. Therefore, we can express the expectation of the number
of cache misses with disabled blocks as:

Emisses =

n
∑

i=0

Mi · pei (4)

and obtain the expected miss ratio of the cache using:



EMR =
Emisses

accesses
(5)

This simple formula can be used to obtain the exact EMR
without using fault-maps. I.e. it determines the EMR as if all
possible fault-maps for a given random pfail had been taken
into account. The key insight behind this formula, expressed
better in Eq. 2, is that caches have a useful property: for
the same number of faulty blocks f in a set, the reduced
associativity will be the same n− f . I.e., for analyzing block-
disabling, what matters is the number of faulty-ways in a
set, not which specific ways in the set are faulty. Thus, the
complexity of the problem is reduced.

The EMR provides a useful indication about the average
case performance for a given pfail. However, we have no
information about the variation in the miss ratio. Variation
is useful for assessing whether disabled blocks lead to caches
with wide variation (less predictable) miss rate.

One way to measure this variation is through the standard
deviation of the MR or SD MR. Unfortunately, the standard
deviation cannot be directly obtained for the whole cache.
However, given that we already know the probability distri-
bution of faulty blocks in a set, we can calculate variation
as:

∀j[0...s], V AR Emissesj =

n
∑

i=0

pei · (xij − Emissesj )
2 (6)

where xij is the number of misses obtained when having
n− i non-faulty ways in the jth set.

Although the total EMR is equal to the sum of individual
sets EMRj:

EMR =
s

∑

j=1

EMRj (7)

we cannot combine the variation of each set in the same way.
Instead, we compute the deviation for the misses of the whole
cache SD MR by using the root mean square in the form:

SD MR =

√

s
∑

j=1

V AR EMRj

accesses
(8)

C. MR probability distribution

The SD MR only provides the range of deviation of the
miss ratio. But, what may be more useful to know is a
probability distribution of cache misses (PD MR) within the
deviation range.

We propose to build a probability distribution of misses
in a stepwise manner. We first calculate the EMR for every
possible number of faulty blocks (from 0 to the number of
cache blocks), and then we combine this information with the
probability of that given number of faulty blocks to occur.

Equation 9, similar to Equation 2, gives the probability of x
number of faulty blocks, for a given block probability failure:

(

s · n

x

)

pxbf (1− pbf )
s·n−x (9)

This equation can be evaluated for different x values to
obtain a probability distribution. Then, we need to calculate the
EMR for every possible number of faults. So far, this problem
has been solved by means of random fault-maps [19].

For a given number of faults, this problem is analogous to
selecting at random n balls from an urn that contains dk balls
without replacement, where d is the number of unique colours
and k is the number of balls of each color. The urn represents
the cache, the variable n the faults, d the number of blocks
and k the number of bits in each block. The mean number
of distinct blocks, u, that contains at least one faulty cell in
a cache with n faulty cells can be approximated with high
accuracy [25]:

u = d− d(1− pfail)
k (10)

This means that we can obtain the PD MR analytically,
without fault-maps, by simply using Equation 10 to convert the
number of faulty blocks to pfail. This, gives us the expression:

pfaili = 1− k

√

s · n− xi

s · n
(11)

This way, we can calculate which pfail results in xi faults
in the cache. Then, every pfaili can be used to calculate the
EMR associated to each number of faulty blocks, therefore,
generating a probability distribution.

III. EVALUATION

A. Methodology

The input to our model is a map of accesses to a cache
for every application. To produce these maps we have used
an algorithm called all-associativity simulation [9], previously
used in [19]. This algorithm has a complexity order of O(n2).
However, in practice, the complexity is much lower because
of access locality, which limits the length of searches dramat-
ically. Due to space limitations, we have not discussed this
but refer to [9] for details. It is important to note, though,
that the algorithm is applied offline and, with a single run per
benchmark, is able to produce the data our model needs to
evaluate any desired cache configuration.
The all-associativity algorithm takes as input a trace of

memory requests which converts into a map of cache accesses
for any desired configuration (sets and ways) following a given
replacement policy (LRU in our case). This allows us to obtain
the number of accesses per way and per set within a single
run. The output of the algorithm is a matrix in which each row
corresponds to a set and each column to a position in the LRU
sequence. Each value of the matrix indicates the number of
accesses to every position in the LRU sequence for every set.
This information is very useful for offline analysis given that
we can determine the number of misses for a given number
of ways w in our cache by simply adding the accesses for the
last n− w columns of the matrix.
We can also use this matrix to compute the misses with

faulty cells. For this purpose, and according to Equation 5,
we need to calculate the number of misses for a given number
of disabled ways in the cache due to permanent faults. First,
we accumulate the number of accesses in every position per
set. Then, we perform the same operation per set to obtain a



vector which indicates the exact number of misses our cache
would suffer as a consequence of losing from 0 to w ways.
For our experiments, we have simulated a processor archi-

tecture by means of Virtutech Simics [14] and GEMS [15].
Simics is a functional simulator executing a Solaris 10 Unix
distribution simulating the UltraSPARC-III ISA. GEMS is a
timing simulator which, coupled to Simics, provides detailed
results for the memory system. We have performed several
modifications to the simulator to extract cache address traces.
Then, these traces are used to generate the map of accesses
for every possible cache configuration by means of the all-
associativity algorithm as explained previously.
We have conducted our experiments by executing different

applications from the SPECcpu-2000 [8] (bzip2, gap, gzip,
parser, twolf, vpr). Benchmarks are run for 1 billion of cycles.
In all cases, the warming up of caches has been taken into
account.
The different pfails used for the evaluation of the caches

are shown in Section I with the exception of 6.1e-13, which
produces virtually no faulty blocks in our experiments. Addi-
tionally, we have evaluated pfail of 1e-03 which is considered
in many related papers.

B. Random Fault Map Methodology

Before proceeding to determine the EMR using the pro-
posed methodology we determine how well randomly gen-
erated fault-maps approximate the expected number of faults
obtained using Eq. 1.
In Figure 1 we can see the probability distribution of the

number of faulty blocks for different pfails (we have omitted
7.3e-09 and 1.5e-06 because they offer from 0 to 1 and 0 to 4
faulty blocks, respectively) in a 32KB, 2-way associative cache
with 558 bits per block3. Results show the estimated faulty
blocks obtained analytically (analytical line) and by different
numbers of faulty maps (from 100 to 10 millions). As it is
observed, few faulty maps are not able to capture the exact
behaviour of the analytical model. However, when the number
of maps increases (1K maps or more), the number of faulty
blocks becomes more accurate. Nonetheless, this study cannot
conclude how well random maps approximate the expected
misses of a cache, since misses directly depend on the location
of faults among the different cache sets.

C. EMR and SD MR for SPEC applications

In this section we show the calculated EMR and SD MR for
several benchmarks and a 2-way 32KB L1 cache with different
pfails.
Surprisingly we can see in Figure 2 that a small number

of faulty maps, 100-1000, is enough to approximate the EMR
and SD MR provided by the model. The reason for this is
the access homogeneity to the different sets of the cache. In
other words, for the applications we have evaluated, there are
no particular sets that are clearly more accessed than others
during the overall execution of the benchmark. This makes
the EMR and SD MR virtually independent from the fault
locations and that is the reason why fault maps are able to
provide such good estimations.

3We consider blocks comprised of: 64 bytes for data and 11 bits for its
ECC, 25 bits for the tag and 7 bits for its ECC, and 3 control bits for valid,
disable and dirty states.

We establish the cache access homogeneity with a study
of the correlation of accesses between all the sets in our
cache by calculating the Pearson correlation coefficient. When
the Pearson coefficient is close to 0, it means that there is
no correlation between variables, whereas it is close to 1, it
means a correlation between them. We have calculated the
matrix of correlations for the number of accesses to a 2-way
32KB L1 cache for the evaluated benchmarks. Table II reflects
the average value for the Pearson coefficients as well as its
standard deviation. As we can see, all coefficients are very
close to 1, which means that the accesses among sets are
highly correlated.

TABLE II
PEARSON COEFFICIENT MATRIX FOR EACH BENCHMARK.

Benchmark Mean Pearson Coeff. DEV
bzip2 .993 .007
gap .9 .086
gzip .997 .002
parser .998 .003
twolf .943 .119
vpr .995 .006

The key insight from this study is that, because of the high
correlation, a small number of random fault maps is sufficient
to obtain accurate expected cache behavior with faults. If data
accesses among sets are not highly correlated, a few fault maps
would not be able to provide an accurate prediction of the
expected behaviour with faults.

D. PD MR for SPEC applications

In Section II-C, we have developed a method to calculate
a PD MR for the expected values of the EMR. As explained,
we follow a constructive approach, calculating the different
pfail from 0 to n faulty blocks. Then, for each of these values
we calculate its EMR.

The probability distribution results in Figure 3 provides
valuable information. As a consequence of the increasing
number of faulty blocks, the shape of the distribution is wider
with higher pfails. Within a single chart we can infer the
likelihood of a miss rate in our cache to occur according to
the used technology scale. As a conclusion, this study reveals
that, in the future, the performance of caches will be more
unpredictable due to permanent errors. This model can be used
by chip manufacturers to analytically determine what is going
to be the expected percentage of chips that should be discarded
because of faulty cells.

IV. RELATED WORK

There have been several previous proposals studying the
impact of permanent faults on caches. Sohi [22] studied the
performance implications of caches with disabled portions
such as blocks and sets using several random fault-maps and
trace-driven simulation. Pour and Hill [19] extended Sohi’s
work with a more accurate methodology by introducing the
use of the all-associativity simulation to determine within a
single run all possible access patterns for an address trace
over a cache. In fact, this study provides an expectation for
the miss ratio of faulty caches in a similar way as our model
does. However, the problem they try to solve is to estimate
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Fig. 1. Probability distribution of the number of faulty blocks obtained by our model and by random fault-maps in a 2-way associative 32KB cache.
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Fig. 2. EMR and SD MR for different applications in a 2-way associative 32KB L1 cache with different pfails.

the EMR for a fixed number of faults by generating all the
possible distributions of these faults over the cache sets (a
NP-complete problem). In this work, we present an analytical
model, showing that the methodology in [19] can be applied to
study the EMR and SD MR by using pfail without the need
to generate fault maps. Lee et al. [13] study the performance
impact on IPC and miss ratio of faulty caches. However, the
study still relies on the execution of random maps which are
generated by means of Monte Carlo method. Finally, there are
several other studies [1], [21], [20], [10], [11] looking into the
impact of faults over caches using random maps.

V. CONCLUSIONS AND FUTURE WORK

This paper proposes an analytical model to determine
the Expected Miss Ratio (EMR) and its Standard Deviation
(SD MR) for a given application when it is executed in a
cache with a random probability of cell failure. This analytical
model enables designers to perceive the real impact of faults
in caches without the need of executing any experiments with
random fault maps. We have also presented an analytical
model which provides the probability distribution for the EMR

which represents another valuable information for designers
about the shape of the miss-rate distribution of faulty cache
units for a given process technology.
In the evaluation we show, for the benchmarks and configu-

rations used, that the random fault map methodology provides
high accuracy when using 100-1000 maps for an L1 data
cache. This is due to the high homogeneity of accesses to the
different sets of a cache which makes the EMR and SD MR
virtually independent of the allocation of faults.
As future work, we will adapt our model to address spatially

correlated variations which occur in clusters. Additionally, we
will study the fault impact on the performance of parallel
benchmarks.
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Fig. 3. PD MR for different applications and pfails in a 2-way associative 32KB L1 cache.
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